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Abstract

This focus of this project was the development of new forms of genetic and
evolutionary computation and their application to problems in the automatic
development and programming of multi-agent systems. This report
summarizes the project's methods, assumptions, procedures, and results, and
also provides links to related publications and software packages that were
produced during the project.
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Summary

The core technologies developed in this project extend the genetic
programming paradigm through stack-based type-handling facilities that
provide several benefits simultaneously; these include support for data-rich
application areas, automatic modularization (through the use of CODE and
EXEC types), and self-adaptation of the evolutionary process (by leveraging
the CODE type in the reproduction process). These technologies were
applied in a range of complex application areas including several involving
multi-agent systems (such as transport network controllers, goal-directed
swarms, and surveillance UAVs) and other applications that helped to
"stress test" the core technologies (for example on quantum computing
problems). Several infrastructural technologies were also developed,
including systems for conducting and analyzing genetic programming runs
on high-performance computer clusters and simulation systems within which
evolving programs can be assessed for fitness. The results of this project
include both the specific technologies (most of which are available from the
web; links are provided below) and documentation of the methodologies by
which these technologies can be applied to the automatic development and
programming of multi-agent systems.



Introduction

Automatic programming technologies hold great promise for the production
of software agents for complex, dynamic environments. Genetic
programming techniques, in particular, can harness the power of natural
selection to produce autonomous systems well suited to their niches, even in
environments that are too complex or dynamic for detailed human analysis.
In a genetic programming system solutions emerge from a continuous
process of adaptive engagement with the environment; in some cases this
can produce solutions where other methods fail. Furthermore, automated
methods can be repeatedly run and varied, and the results of these runs can
be analyzed to provide detailed information about the difficulty of the
agents’ tasks and the suitability of the methods for the task environments.
The genetic programming literature describes many experiments in which
systems with agent-like properties have been automatically generated.
However, most of the previously generated systems have been too simple to
perform helpful tasks for actual users. A gap remains between the
capabilities of current genetic programming technology and those that would
be required to automatically generate robust software agents. The proposed
research seeks to narrow the gap between current genetic programming
technology and genetically-based “well-founded agent creation tools.”

As stated in the BAA to which this project was a response, “Agent
development is currently a 'black art' -- an arbitrarily complex software
development” process. One way to make agent development more replicable
and amenable to formal analysis is to automate the process so that
controlled, repeatable experiments can be performed. Unfortunately,
however, the successful application of genetic programming technology is
also a “black art,” often requiring repeated experiments and sophisticated
understanding of interactions among a genetic programming system’s many
parameters. One goal of the proposed project was therefore to reduce the
configuration work that a practitioner must do to apply the technique to a
new problem area. The primary approach was to fold parameters into the
representation over which the evolutionary search is conducted — that is, to
allow the same adaptive process of natural selection to control both the
search for agent programs and the search through the space of system
parameters. This approach, of using self-adaptation to control system
parameters, was studied previously in the genetic algorithms and genetic
programming communities, but it had been applied much more narrowly
than was accomplished here. The work in this project used self-adaptive



mechanisms to control not only mutation rates and other numeric
parameters, but also to develop data representations, program
representations, population structure, and reproductive strategies. When it is
adaptive to do so the developed systems may evolve toward any of a broad
range of genetic algorithm or genetic programming approaches, but the user
is not required to specify the details of the strategy or combination of
strategies in advance.

We began with standard genetic programming systems as described in, for
example, (Koza, 1992, 1994; Banzhaf et al., 1998; Koza et al., 1999; Spector
et al., 1999). Application to the evolution of robust agents in complex multi-
agent systems required several innovations; these innovations were the focus
of this project and they will be outlined below.

Agents must generally interact with a heterogeneous set of entities, each of
which may use a specialized interface or language. Early genetic
programming systems forced users to restrict all operations to a single data
type to ensure the semantic validity of programs undergoing recombination
and mutation. More recently, “strongly typed” genetic programming systems
have been developed that relax this restriction, allowing the generation of
programs that manipulate a diverse set of data types. This capability is
critical for the evolution of agents that must interact with diverse entities and
refer to diverse data. The research conducted in this project extended the
idea of strongly typed genetic programming to a more general notion of
“multi-type” genetic programming that has several advantages. First, it
allows the arbitrary intermixing, without syntactic restrictions, of code that
works with any data type or set of data types. Second, it incorporates first-
class function types to simplify the dynamic evolution of subroutines,
control structures, and other program representations. Third, it leverages the
extended type system to allow agent programs to contain their own
reproduction procedures, thereby transferring the responsibility for
reproductive strategies from the user (via global, human-set parameters) to
the system itself (via natural selection operating on the agents themselves).
The cumulative effect of these innovations is that, in many cases, the user
can specify a diverse set of primitives and related data types while
simultaneously specifying little in the way of system parameters.

These ideas have, over the course of this project, led to the development of
several new technologies for automatic programming of multi-agent
systems. These technologies include the Push programming language for



evolutionary computation (now at version 3 and available in several
programming languages for several platforms), the PushGP genetic
programming system (also available in several versions), and a variety of
specific “autoconstructive evolution” systems. Significant results have been
obtained with these technologies in application areas ranging from
competitive strategy games in complex 3D environments to the discovery of
new quantum computing algorithms.



Methods, Assumptions, and Procedures

Genetic Programming

Genetic programming (GP) is a technique for the automatic generation of
computer programs by means of natural selection (Koza 1992). GP is a
special case of the genetic algorithm developed by Holland (Holland 1992).
Whereas the conventional genetic algorithm uses evolution-inspired
techniques to manipulate and produce fixed-length chromosome strings that
encode solutions to problems, GP manipulates and produces computer
programs.

The GP process starts by creating a large initial population of programs that
are random combinations of elements from problem-specific function and
terminal sets. Each of the programs in the initial population is assessed for
fitness. This is usually accomplished by running each program on a
collection of inputs called fitness cases, and by assigning numerical fitness
values to the output of each of these runs; the resulting values are then
combined to produce a single fitness value for the program. The fitness
values are used in producing the next generation of programs via a variety of
genetic operations including reproduction, crossover, and mutation. (For a
study comparing these operations see (Luke & Spector 1997, 1998)).
Individuals are randomly selected for participation in these operations, but
the selection function is biased toward highly fit programs. Over many
generations of fitness assessment, reproduction, crossover, and mutation, the
average fitness of the population may tend to improve, as may the fitness of
the best-of-generation individual from each generation. After some number
of generations or improvement in fitness, the best-of-run individual is
produced as the output from the GP system. Figure 1 shows a flowchart for
the typical genetic programming system.
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Figure 1. Genetic Programming flowchart.

Reducing Configuration Parameters for GP through Self-Adaptation

Rothlauf et al. describe the problem of configuring a genetic algorithm (GA)
as follows:

Users are often confronted with the situation that a GA does a good
job for a small or easy problem, but when scaled up to bigger or more
complicated problems, the traditional GA degrades or even breaks
down. The user is frustrated and starts knob twiddling until he gets
good solutions (or not!). Research is under way to help the user to
overcome this problem and to adjust the parameters of a GA
autonomously (Harik & Lobo, 1999). Nevertheless, finding good
encodings, operators, and parameters that all fit together is a difficult
task and needs work, time, and sometimes luck. The process of
matching the encoding and the GA often draws the line between
failure or success of optimisation. (Rothlauf, Goldberg and Heinzl,
2000)

One goal of this project was therefore to reduce the configuration work that
a practitioner must do to apply the technique to a new problem area. The



primary approach was to fold parameters into the representation over which
the evolutionary search is conducted — that is, to allow the same adaptive
process of natural selection to control both the search for agent programs
and the search through the space of system parameters. This approach, of
using self-adaptation to control system parameters, had been studied
previously in the genetic algorithms and genetic programming communities
(see especially (Angeline, 1995)) but it had been applied much more
narrowly than was accomplished here. In this project self-adaptive
mechanisms were used to control not only mutation rates and other numeric
parameters, but also to develop data representations, program
representations, population structure, and reproductive strategies. When it is
adaptive to do so the resulting system may evolve toward any of a broad
range of genetic algorithm or genetic programming approaches, but the user
will not be required to specify the details of the strategy or combination of
strategies in advance.

Self-adaptation of program representations had been explored in previous
genetic programming work through the use of automatically defined
functions (Koza, 1994), architecture-altering operations (Koza et al. 1999),
automatically defined macros (Spector, 1996), and to some extent self-
modifying code (Nordin and Banzhaf, 1996; Spector and Stoffel, 1996a).
The new mechanisms developed here, building on multi-type genetic
programming extensions, generalize these mechanisms.

Self-adaptation of population structure and reproductive strategies has been
studied in various forms, often involving the adjustment of parameters that
control the frequency with which various genetic operators will be applied or
details about how those operators will operate (e.g., with adaptive mutation)
(Angeline, 1995). In contrast, the work in this project was more thorough-
going in its approach to self-modification: the entire reproductive strategy,
including population structure (that is, which other individuals may be
accessed for crossover operations), the implementation of particular genetic
operators (such as mutation and crossover), and any numeric control
parameters were represented explicitly in the code of the evolving programs.
They were therefore be manipulable by genetic operators and subject to
variation and natural selection, providing for self-adaptation over
evolutionary time. This notion of reproduction being the “responsibility” of
individuals is widespread in the artificial life literature but has not been
adequately explored in engineering-oriented genetic algorithms or genetic
programming systems. The potential benefit is that a wide range of



parameters and design choices that are normally under the control of human
experimenters are transferred to the control of the algorithm. We coined the
expression “Autoconstructive evolution” to describe evolutionary
computation systems that are self-adaptive in this way.

Multi-type Genetic Programming

Agents must generally interact with a heterogeneous set of entities, each of
which may use a specialized interface or language. Early genetic
programming systems forced users to restrict all operations to a single data
type to ensure the semantic validity of programs undergoing recombination
and mutation. More recently, “strongly typed” genetic programming systems
have been developed that relax this restriction, allowing the generation of
programs that manipulate a diverse set of data types (Montana, 1995). This
capability is critical for the evolution of agents that must interact with
diverse entities and refer to diverse data. In this project we extended the idea
of strongly typed genetic programming to a more general notion of “multi-
type” genetic programming. Multi-type genetic programming builds on the
stack-based genetic programming paradigm, in which all intermediate values
are stored on a global stack (Perkis, 1994; Stoffel and Spector, 1996). In
multi-type genetic programming this concept is extended to use multiple
stacks, one for each data type that may be important in the application
environment. For example, one would use independent stacks for integers,
symbols, strings, URLs, HTML tags, DAML tags, and so on. For each stack
there is a set of primitive stack-manipulation operators (push, pop, duplicate,
etc.) and higher-level functions that take any number of arguments of any of
the types can be included in the function set. To implement the self-adaptive
features described above several additional data types and corresponding
high-level functions and stacks were developed; the additional data types
include CODE and EXEC, and related high-level functions include
DEFINE, DO, a general set of list manipulation primitives, and so forth. As
with ordinary stack-based genetic programming, a function that is called in a
context in which the required arguments are not available (because one or
more stacks are empty) is simply ignored.

Multi-type genetic programming has several advantages over the standard
strongly-typed genetic programming methods. First, it allows the arbitrary
intermixing, without syntactic restrictions, of code that works with any data
type or set of data types. Second, it incorporates first-class function types



and code entry-point types to simplify the dynamic evolution of subroutines,
control structures, and other program representations. Third, it leverages the
extended type system to allow agent programs to contain their own
reproduction procedures, thereby transferring the responsibility for
reproductive strategies from the user (via global, human-set parameters) to
the system itself (via natural selection operating on the agents themselves).
The cumulative effect of these innovations is that the user is able to specify a
diverse set of primitives and related data types while simultaneously
specifying little in the way of system parameters. As a result, these
techniques are able to produce human-competitive results in a variety of
difficult problem areas related to multi-agent systems.

Computational Infrastructure: Asynchronous Parallelism and Simulations

The work in this project was computationally intensive and required the
development and deployment of several significant pieces of computational
infrastructure.

First, it was necessary to deploy the developed evolutionary computation
systems across a “Beowulf-style” computing cluster. We used an
asynchronous “deme” or “island” model for our genetic programming runs,
with one sub-population per computational node, and we developed software
to support the execution and analysis of runs conducted in this way.

Second, it was necessary for several of the applications to develop
simulation environments within which the evolving programs would be
assessed for fitness. In particular, we developed and/or enhanced four
significant simulation environments

- Breve: a 3d simulation environment for decentralized simulations and
artificial life. This is an open source software project; see
http://www.spiderland.org/breve.

- SwarmEvolve: an system for the evolution of goal-directed collective
activity in a 3D environment. See
http://hampshire.edu/lspector/gecco2003-collective.html.

- QGAME: Quantum Gate And Measurement Emulator, a quantum
computer simulator. See http://hampshire.edu/lspector/qgame.html.



- UAVolve: a system for the evolution of strategic behavior of UAV
swarms (developed jointly with the University of Massachusetts at
Amherst TASK team, David Jensen P.I.).
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Results and Discussion

We first provide a quick listing of the major results (highlights) of the
project to provide an overview. We then augment the highlights with
explanatory text and illustrations relating to some of the major results. Full
details of each specific result, each publication, and each collaborative effort
can be found in the archived technical reports and publications listed at
http://hampshire.edu/Ispector/darpa-selfadapt.html.

Highlights

- Development of the Push programming language for evolutionary
computation (Push 1, Push 2, and Push 3, now available in C++ and Lisp;
see http://hampshire.edu/push.html).

- Development of the PushGP multi-type, self-adaptive genetic
programming system (now available in C++ and Lisp; see

http://hampshire.edu/push.html).

- Development of the Pushpop autoconstructive evolution system (see see
http://hampshire.edu/push.html).

- Development of the Breve simulation environment for complex agent-
based systems (see http://www.spiderland.org/breve).

- Integration of Push/PushGP with Breve (first as a plugin, now through
native support in Breve 2.0 and higher).

- Integration of PushGP/Pushpop with MIT/BBN-derived transport
network agent simulator.

- Integration of Elementary Adaptive Modules into a framework for the
evolution of multi-agent systems.

- Demonstration of the use of servos in evolved agent architectures.

- Demonstration of the utility of a genetic algorithm in conjunction with
the Dartmouth 3D Opera problem simulator.
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Evolution of transport network control agents.

Demonstration of the evolution of modularization in PushGP.
Demonstration of the efficacy of size-fair genetic operators in PushGP.
Development of diversity metrics in PushGP and Pushpop.
Demonstration and extension of the "Van Belle/Ackley effect" (UNM).

Demonstration of reliable auto-diversification in the Pushpop
autoconstructive evolution system.

Development of the QGAME Quantum Gate and Measurement Emulator
to support the evolution of new quantum algorithms (now available in
C++ and Lisp; see http://hampshire.edu/lspector/qgame.html).

Discovery of several significant new quantum algorithms using the
PushGP genetic programming system in conjunction with Qgame.

Evolution of goal-directed 3D swarms driven by parameterized flocking
equations (in SwarmEvolve 1.0; see
http://hampshire.edu/lspector/gecco2003-collective.html).

Evolution of goal-directed 3D swarms driven by open-ended programs in
a Turing complete representation (in SwarmEvolve 2.0; see
http://hampshire.edu/lspector/gecco2003-collective.html).

Demonstration of the emergence of collective behavior and multicellular
organization in 3D swarms (in SwarmEvolve 1.0 and 2.0; see
http://hampshire.edu/lspector/gecco2003-collective.html).

Analysis of the relations be environmental stability, genetic stability, and
adaptation (in SwarmEvolve 2.0).

Co-evolution of teams players for a complex, dynamic, 3D game
(quidditch; see http://alum.hampshire.edu/~rpcO1/vww.html,
http://hampshire.edu/Ispector/quidditch-movies/, and
http://hampshire.edu/lspector/pubs/virtual_witches_and_warlocks.pdf).
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- Production of course materials using multi-agent simulations (WUB
World, Capture the Flag; see
http://hampshire.edu/Ispector/cs263/cs263s04.html).

- Evolution of high-performance surveillance strategies for UAVs.

Explanations and Illustrations

Many of the project results built on the development of the Push
programming language for evolutionary computation. Push is described in
over a dozen documents accessible from
http://hampshire.edu/Ispector/push.html, but the most current incarnation of
the language as of this report, Push 3, is described in:

Spector, L., C. Perry, J. Klein, and M. Keijzer. 2004. Push 3.0
Programming Language Description.
http://hampshire.edu/Ispector/push3-description.html.

Figure 2 provides a schematic diagram of the Push execution architecture.

Executing Program
(QUOTE (POP 1) QUOTE (DUP 1 - DO *) DUP 2 < IF)

7 TRUE FLOAT X o s 12
X oat=3.
23 CODE
f/code=(DUP...)
Integer Boolean ~ Type Name -
stack stack stack stack Name/type=value bindings
3.141 (+ 2 . U
[o-00t (POP < CNOT More stacks as needed...
12.34
~ Float Code Matrix
stack stack stack

Figure 2. The execution architecture for the Push programming language for
genetic and evolutionary computation.

13



Push was used in several genetic and evolutionary computation systems, the
most widely-used of which was PushGP. PushGP:

- Evolves Push programs using (mostly) standard GP.
- Multiple types handled without syntactic constraints.

- Evolves modules and control structures automatically, in some cases
more effectively than ADF mechanisms.

- See, e.g., results in GPEM 3:1 (2002), ECOMAS-2002, GECCO-2001,
GECCO-2002, GECCO-2004.

A greater level of self-adaptation was achieved in our “autoconstructive
evolution” systems such as Pushpop and SwarmEvolve 2.0. In an

autoconstructive evolution system:

Individuals make their own children.

- Agents thereby control their own mutation rates, sexuality, and
reproductive timing.

- The machinery of reproduction and diversification (i.e., the machinery of
evolution) evolves.

- Radical self-adaptation is achieved.

- See, e.g., results in ALife8, GECCO-2003, AAAI 2004 Symposium on
Artificial Multiagent Learning, etc.

Figure 3 shows a flowchart for the Pushpop autoconstructive evolution
system. Figure 4 shows results, published in the proceedings of the ALife8
conference, demonstrating that in adaptive Pushpop populations specied are
more numerous and diversification processes are more reliable. This also
demonstrates how selection can promote diversity and provides a possible
explanation for the evolution of diversifying reproductive systems.

14
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Figure 3. The flowchart of the Pushpop autoconstructive evolution system.

Note distribution of “+” points: adaptive populations have many species and mother/daughter
differences in a relatively high, narrow range (above near-clone levels).
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Figures 5 and 6 show snapshots from the SwarmEvolve 2.0 system, while
Figure 7 presents results demonstrating the emergence of collective behavior
(energy sharing) in this dynamic, goal-oriented environment.

Figure 5. A snapshot of SwarmEvolve 2.0.
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Figure 6. A snapshot of SwarmEvolve 2.0 with lines drawn between agents
that have shared energy with one another.
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Figure 7. Results demonstrating the emergence of collective behavior in

certain conditions in the SwarmEvolve 2.0 autoconstructive evolution
system (see GECCO-2003 paper for full explanation).

In another demonstration of our combination of 3D simulation and self-
adaptive evolutionary computation we evolved agents to play the
“Quidditch” game from the popular Harry Potter books. This domain was
chosen both because it attracts general interest and because of several useful
technical features:

- Richly heterogeneous—player roles, balls themselves are
active/intelligent.

- Richly 3-dimensional —flying game, full use of the third dimension.

- Extensible—rules not uniquely determined by the Rowling books;
physics based on magic spells so the sky is the limit!

- Beyond human experience —unlike soccer, few intuitions about strategy
to bias methods.
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We used competitive co-evolution with teams represented as shown in
Figure 8. Figure 9 shows a snapshot of the system. The source code for the
system is available from http://hamp.hampshire.edu/~rpcO1/vww.html.

Player Population
PN

()

Push |Push |Push [Push |Push |Push |Push
Code|Code|Code|Code|Code|Code[Code

f:hasersa “ &

Ball Population
P

()

T

Push |Push | Push
Code|Code|Code

/
Eludger)

Figure 8. Team/agent architecture for competitive co-evolution of
Quidditch-playing agents.
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Figure 9. A snapshot of the system for competitive co-evolution of
Quidditch-playing agents.

Several core technologies in the project were tested on applications to
quantum computing which, while not directly involved in multi-agent
systems, provide difficult test problems for machine learning technologies.
These applications were supported by the development of the QGAME
Quantum Gate and Measurement Emulator, a GUI for which is shown in
Figure 10. Versions of QGAME are now available both in Lisp and in C++
from http://hampshire.edu/Ispector/qgame.html. Work on QGAME in
conjunction with PushGP formed the foundation for the book shown in
Figure 11.

Several significant results were obtained in quantum computing, including
results on:

- The 1-bit Deutsch-Jozsa (XOR) problem
- The 2-bit Grover database search problem

- The 1-bit OR problem
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- The 2-bit AND/OR problem (see the algorithm shown in Figure 12)

- Communication and entanglement capacities of “Smolin” and
“Bernstein-Spector” gates.

- Re-discovery of quantum dense coding.

Several of these results were significant both with respect to the genetic
programming techniques that were employed in their production and in
virtue of their importance in the study of quantum computing and quantum
information theory, irrespective of their means of production. This
significance is demonstrated by the fact that the results were published both
in the computer science literature and in the physics literature. Several of
these results were the basis for a gold medal award granted to the PI in the
Human Competitive Results competition at the 2004 Genetic and
Evolutionary Computation Conference (GECCO-2004).

-
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Figure 10. A GUI for the QGAME Quantum Gate and Measurement
Emulator.
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Figure 12. A better-than-classical quantum algorithm for determining
whether a provided oracle gate (f) satisfies the "AND/OR" property. The
algorithm was found by PushGP and is documented in the book described in
the text.

The project culminated in a collaboration with the UMass TASK group on
the UAV project organized by the TASK OEF group. Figure 13 shows the
structure of the interaction between Hampshire College and UMass
researchers.

As demonstrated at the August, 2004 TASK demonstration our techniques
enabled us to evolve a UAV surveillance strategy that is robust in the face of
unexpected target behaviors and threat areas. The evolved behavior appears
disorganized at first, but after a short time, an “emergent” tour is established.
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Figure 14 shows the performance of the evolved strategy, demonstrating that
our techniques are able to improve on the strategies produced by well-
trained humans (the UMass development team). Figure 15 shows a snapshot
of the evolved strategy, in which an agent is skirting a threat area.

(HEnotes) AV Collaboration

{

PROXIMITY UMass

Push/Evolution Hampshire College

OEF UMass

Hampshire College

Figure 13. The structure of the Hampshire/UMass collaboration on the
UAVolve project.
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Figure 14. Performance of the evolved UAV surveillance strategy (Late
Evolution) relative to the UMass strategy (Hand Coded) and the random
initial strategies (Early Evolution). Lower is better.
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Figure 15. A snapshot of the UAVolve system for the evolution of UAV
surveillance strategies.
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Conclusions

This project produced several new technologies to support the automated or
semi-automated development of multi-agent systems in complex, dynamic
environments. These technologies, all of which are based on the concepts of
self-adaptive, multi-type genetic programming, were demonstrated in a
variety of application areas that range from transport network and UAV
control to quantum computing. A large number of results were produced in
these applications that are significant in their own right. The developed
technologies are now available for deployment on other problems, both in
the domain of multi-agent systems and in other problem areas.
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