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What is Quantum 
Computing?

• Computation with coherent atomic-scale 
dynamics. 

• The behavior of a quantum computer is 
governed by the laws of quantum mechanics.
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• Ion traps 

• Nuclear spins in NMR devices 

• Optical systems 

• So far: few qubits, impractical 

• A lot of current research
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Why Bother?

• Moore’s Law: the information storable on a given 
amount of silicon has roughly doubled every 18 
months. We hit the quantum level 2010~2020. 

• Quantum computation is more powerful than 
classical computation. More can be computed in 
less time; the complexity classes are different!
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Source of the Power

• In quantum systems possibilities count, 
even if they never happen! 

• Each of exponentially many possibilities can 
be used to perform a part of a computation 
at the same time.



Nobody Understands
• “Anybody who is not shocked by quantum 

mechanics hasn’t understood it.” -Niels Bohr 

• “No, you’re not going to be able to understand it. ... 
You see, my physics students don’t understand it 
either. That is because I don’t understand it. Nobody 
does. ... The theory of quantum electrodynamics 
describes Nature as absurd from the point of view 
of common sense. And it agrees fully with 
experiment. So I hope you can accept Nature as She 
is—absurd.” -Richard Feynman



Beam Splitter
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Figure 1.1. A beam splitter.

Figure 1.2. An interferometer.

— in advance; both possibilities are “live options” up to the moment of
detection.

Now consider the optical interferometer shown in Figure 1.2. The
lighter bars are again beam splitters, but the solid black bars are ordinary
mirrors. The system is precisely engineered so that each of the four paths
in the center of the interferometer is exactly the same length. What
happens when we send a beam of photons through this apparatus? One
might naively predict that one would again detect half of the photons at
A and half at B. After all, our experience with the beam splitter seems to
indicate that half of the photons will reflect from the first beam splitter
while half will pass through. Each of these beams then reflects back to
the second beam splitter where, it would seem reasonable to assume,
half of each beam will again reflect and half of each beam will pass

Half of the photons leaving the light source arrive at 
detector A; the other half arrive at detector B. 



Interferometer

• Equal path lengths, rigid mirrors. 

• Only one photon in the apparatus at a time. 

• All of the photons leaving the light source arrive 
at detector B. WHY?
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Possibilities Count

• There is an “amplitude” for each possible 
path that a photon can take. 

• The amplitudes can interfere constructively 
and destructively, even though each photon 
takes only one path. 

• The amplitudes at detector A interfere 
destructively; those at detector B interfere 
constructively.



Calculating Interference
• “You will have to brace yourselves for this—not 

because it is difficult to understand, but because it is 
absolutely ridiculous: All we do is draw little arrows 
on a piece of paper—that’s all!” —Richard Feynman 

• Arrows for each possibility. 

• Arrows rotate; speed depends on frequency. 

• Arrows flip 180 ̊ at mirrors, rotate 90 ̊ counter-
clockwise when reflected from beam splitters. 

• Add arrows and square the length of the result to 
determine the probability for any possibility.



Adding Arrows
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A Photon-Triggered Bomb

• A mirror is mounted on a plunger on the bomb.

• A single photon hitting the mirror depresses the 
plunger and explodes the bomb. 

• Some plungers are stuck, producing duds. 

• How can you find a good, unexploded bomb? 

The Power of Quantum Computing 9

Figure 1.4. A photon-triggered bomb. (Adapted from Penrose, 1997.)

How can this be leveraged for computational advantage? Consider the
hypothetical “photon-triggered bomb” illustrated in Figure 1.4. This
bomb is fitted with a plunger on its nose, upon which is mounted a
mirror. The bomb is designed to detonate if, and only if, a photon hits
the mirror. When the bomb detonates, the triggering photon reflects in
some direction other than that which would result from reflection off of
an ordinary mirror. (The specific direction doesn’t matter.) Due to a
manufacturing error some of the bombs are “duds” of a specific sort —
their plungers are stuck, and these dud bombs act as ordinary mirrors.
How could we separate the duds from the “good” bombs? The obvious
approach of hitting each mirror with a photon has the unfortunate side
effect of detonating all of the good bombs. Can we do better?

Avshalom Elitzur and Lev Vaidman (Elitzur and Vaidman, 1993;
Vaidman, 1996) discovered how to do this, and their scheme helps to
demonstrate how computational work can be done by possibilities that
are never actualized. Consider the interferometer in Figure 1.5, in which
a photon-triggered bomb has been inserted in place of the mirror at the
lower right. First consider what happens when the bomb is a dud. In
this case the bomb acts as an ordinary mirror and we have the same
situation as in Figure 1.2; all photons leaving the source are detected at
B, and none are detected at A. But now consider what happens when
the bomb is “good.” In this case any photon traveling on the lower arm
will detonate the bomb and will fail to reach the second beam splitter.
As a consequence, the situation for photons traveling on the upper arm
is now the same as it would be with the lower right mirror removed: a
single photon leaving the source and traveling on the upper arm may
arrive either at A or at B, each with 50% probability. Those that arrive
at B tell us nothing — photons would arrive there even if the bomb were
a dud. But a photon arriving at A tells us that the bomb must be good.
It tells us this by traveling on the upper arm in a context in which it
is not possible to reach the second beam splitter via the lower arm. We
get information (and accomplish computational work) from the presence
or absence of possibilities that are not directly explored. The detection
of a photon that does not even get close to the bomb tells us that the



Elitzur-Vaidman Bomb Testing

• Possibilities count! 

• Experimentally verified 

• Can be enhanced to reduce or eliminate 
bomb loss [Kwiat, Weinfurter and Kasevich] 
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Figure 1.5. A way to test photon-triggered bombs without exploding all of the
“good” ones. (Adapted from Penrose, 1997.)

bomb would detonate if a photon were to strike it. Schemes similar to
this can be and have been physically implemented, and while the scheme
described here only recovers about a quarter of the good bombs there
are enhanced versions that allow one to reduce the amount of bomb loss
as much as one would like (Kwiat et al., 1995).4

Most interesting quantum algorithms make use of a similar effect. One
generally creates a situation in which several possible states of a quantum
memory register exist simultaneously, in what is known as “superposi-
tion.” One then arranges for many of the possibilities to influence, often
via some sort of interference, the outcome of later observations. In some
cases one can arrange for exponentially many possible computations to
simultaneously contribute to the output of a calculation, thereby reduc-
ing the amount of time and/or space required to perform a computation
below the limits that can be obtained with classical hardware.

3. The Role of Automatic Programming
Computer science will be radically transformed if the ongoing efforts

to build large-scale quantum computers eventually succeed and if the

4A non-technical discussion of the Elitzur and Vaidman bomb testing problem and its philo-
sophical implications is in (Penrose, 1997, pp. 66–70).



Counterfactual Computation

• Hosten et al.: optical counterfactual computation to 
conduct a search without running the search algorithm. 

• They also used a “chained Zeno effect”—a sequence of 
interferometers—to boost the inference probability.©!2006!Nature Publishing Group!

!

destructive interference at the D1 output when the ME was no. 1. A
detection at the D1 output can thus no longer indicate a CFC with
100% certainty. We characterize this feature in terms of PSucc; the
probability of a successful CFC upon a detection at the interrogation
detector D1: PSuccjno: i ¼ PD1jno: i=ðPD1jno:1 þ PD1jno: iÞ: Here the prob-
abilities are conditional on theME (i ¼ 2, 3, 4). In the experiment we
achieved kPSuccl¼ 0:943^ 0:009:
If one replaces the first (second) 50/50 beam splitter by a highly

reflecting (transmitting) one, reducing the amplitude passing
through the algorithm, h can be increased9 to a maximum value
of 1

2 : We tested this (here using attenuated coherent states) with a
5/95 BS, achieving khl¼ 0:472^ 0:007 (0.487 theoretically), with a
slight decrease in the CFC success: kPSuccl¼ 0:877^ 0:009: (See
Supplementary Information for a modified version of CFC that
interrogates all database elements simultaneously to determine the
ME itself; however, this modified version is also limited to h¼ 1

2Þ:
The efficiency can be increased from 1

2 to 1 using the quantum
Zeno effect1, just as it was used for quantum interrogation3,9. (Before
proceeding, we note that our approach should not be confused with
the interesting proposal to combine two-photon absorption and the
quantum Zeno effect to enable efficient optical quantum compu-
tation10, nor with the suggestion to use quantum interrogation inside
Grover’s search algorithm11.) Specifically, the switch is rotated
successively in small steps ðRð2vÞ : jOffl! cosvjOff lþ sinvjOnl
and jOnl!2sinvjOff lþ cosvjOnl; v¼ p

2N ; integer N .. 1) from
state jOff l to jOnl; and the output registers are monitored at each
step. If theME is no. 1,measurements on the output registers result in
j00l without affecting the evolution due to rotations, leaving the
system in jOnl j00l afterN rotations. However, if the ME is not no. 1,
then the system evolves as:

jOff l j00l R! ðcosvjOfflþ sinvjOnlÞj00l Grover%%%!

cosvjOff l j00lþ sinvjOnl jxylMeasure%%%!< cosvjOff l j00l
ð3Þ

Themeasurement on the output registers results in state j00l; leaving
the computer in the jOffl state with probability cos2ð p

2NÞ:After a total
of N cycles, the probability of finding the system in state jOff l j00l
is cos2N p

2N

! "
; which tends to 1 asN!1: Thus, if the ME is not no. 1,

the final state is jOff l j00l without the computer running; and if the
ME is no. 1, the final state is jOnl j00l; that is, this time the computer
runs. Note that at best one can exclude a single value of the ME with
these techniques.
Now we describe a novel ‘chained Zeno effect’ that will permit

us to counterfactually determine the actual ME with h! 1: The
strategy is to place the above ‘Zeno scheme’ inside another one, to
avoid the computer running even if the ME is no. 1. For this purpose
we use a third ‘switch’ state jOff 0 l; in addition to jOff l and jOnl; and

define an additional rotation R 0 to couple jOff 0 l to jOff l ðR 0 ð2v 0 Þ:
jOff 0 l! cosv 0 jOff 0 lþ sinv 0 jOff l and jOff l!2sinv 0 jOff 0 lþ
cosv 0 jOffl; v 0 ¼ p

2N 0 Þ: A possible optical implementation of the
technique is shown in Fig. 3a. A single photon starts in cavity
‘Off 0 ’. Using active optical elements (Pockels cells), a small amount
of amplitude is exchanged between ‘Off 0 ’ and ‘Off ’ via BS1 (see
Methods for details). The small amplitude then performs the high-
efficiency quantum Zeno cycles described above (N times between
cavities ‘Off ’ and ‘On’). If the ME – no. 1, the small amplitude
component effectively stays in cavity ‘Off ’. But if ME ¼ no. 1, then
first, all the small amplitude component transfers to cavity ‘On’, and
then, via the Pockels cell in cavity ‘On’, is actively absorbed at A1. Now
the entire procedure starting with the amplitude exchange between
‘Off 0 ’ and ‘Off ’ is repeated, a total of N 0 times. At the end of N 0 £N
total cycles, if ME ¼ no. 1 (– no. 1) then the photon will be
measured in cavity ‘Off 0 ’ (‘Off ’) with probability approaching one
(Fig. 3e) as N 0 !1 N

N 0 !1
! "

: In neither of these cases does the
computer ‘run’. One can then re-interrogate for the other elements
one by one—thereby identifying the ME counterfactually—by
changing the connections to the algorithm (Fig. 3b). Curves in
Fig. 3e characterize a lossless system; for large N 0 , N, even small
losses become detrimental3, limiting the achievable performance in
any real system.
The necessity to interrogate database elements one by one would

negate the quantum speed-up advantage. However, it is possible to
circumvent this by interrogating the logical value of each qubit one
by one instead. To do this, we need to implement both the search
algorithm and its adjoint—which undoes the search—and we need to
perform the measurements (giving rise to the Zeno effect) between
the algorithm and its adjoint. The first (second) optical circuit in
Fig. 3c can be used in cavity ‘On’, to interrogate for the logical value of
the first (second) qubit. If the value of the first (second) qubit is ‘a’
(H), then, at the end of the cycles, the photon will be measured in
cavity ‘Off 0 ’; likewise if the value is ‘b’ (V), then the photon will be

Figure 1 | An optical realization of counterfactual computation. By means
of a 50/50 beam splitter (BS) (which serves as a p

2-rotation), an H-polarized
single photon is put in a superposition of passing and not passing through
the algorithm, encoding the ‘operating switch’ in different spatial modes,
‘On’ and ‘Off’. Then on a second 50/50 BS, the two histories are interfered
only if the photon after the algorithm is in the mode jaHl. The modes jaHl
and jaVl are distinguished via a polarizing beam splitter (PBS) which
transmits H and reflects V.

Figure 2 | Experimentally determined probabilities for the output state
of 670-nm single photons conditionally prepared through
downconversion17. a, The performance of the search algorithm (see
Supplementary Information for details). The total probability of finding the
photon in any incorrect output port is 2.6% (averaged over MEs); thus, the
ME could be accurately determined with a single photon passing through
the algorithm. b, Output state probabilities for the set-up in Fig. 1. Grid lines
closest to data points represent theory. We attribute slight deviations from
theory to imperfect beam splitting ratios, imperfect mode matching
(apparently from wavefront distortions in various elements), and imperfect
path-length balancing.

LETTERS NATURE|Vol 439|23 February 2006
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(Hosten et al. , Nature 439, 23 Feb 2006)



Two Speedups

• Grover’s quantum database search algorithm 
finds an item in an unsorted list of n items in 
O(√n) steps; classical algorithms require O(n). 

• Shor’s quantum algorithm finds the prime 
factors of an n-digit number in time O(n3); the 
best known classical factoring algorithms 
require at least time O(2n1/3 log(n)2/3).



Factoring a 
5,000 Digit Number

Classical computer (1ns/instr, ~today’s best algorithm) 

• over 5 trillion years (the universe is about 13 
billion years old). 

Quantum computer (1ns/instr, ~Shor’s algorithm) 

• just over 2 minutes



QC & the Human Brain
• Penrose’s argument 

Brains do X (for X uncomputable)
Classical computers can’t do X
∴ Brains aren’t classical computers  

• First premise is false for all proposed X. For 
example, brains don’t have knowably sound 
procedures for mathematical proof. 

• Would imply brains more powerful than 
quantum computers; new physics.



Quantum Consciousness?

• Relation to consciousness etc. is much 
discussed, unclear at best. (Bohm, Penrose, 
Hameroff, others) 

• “[Penrose’s] argument seemed to be that 
consciousness is a mystery and quantum 
gravity is another mystery so they must be 
related.” (Hawking)



Qubits

• The smallest unit of information in a 
quantum computer is called a “qubit”. 

• A qubit may be in the “on” (1) state or in 
the “off” (0) state or in any superposition of 
the two!

• We can use 2 complex numbers to 
represent the state of a qubit on a classical 
computer.



Entanglement

• Qubits in a multi-qubit system are not 
independent—they can become “entangled.”

• To represent the state of n qubits one 
usually uses 2n complex number amplitudes.



Why Complex?



Grover’s Algorithm

• Version for a 4-item database.

• Start in the state 000.
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Figure 3.3. A gate array diagram for one version of Grover’s database search algo-
rithm for a 4-item database.

in the database, from qubits 2 and 1. Simulation with QGAME confirms
that this provides the correct answer in all cases. This simulation can
be performed using TEST-QUANTUM-PROGRAM with the following inputs:

program: (As listed above).

num-qubits: 3.

cases: (((1000)0)((0100)1)((0010)2)((0001)3)).

final-measurement-qubits: (2 1)

threshold: 0.48.

This call, using the current Lisp implementation of QGAME, pro-
duces the following results:

misses: 0.

maximum error: 6.661338147750939 × 10−16 (zero aside from a tiny
round-off error).

average error: 6.661338147750939 × 10−16 (zero aside from a tiny
round-off error).

Maximum expected oracle calls: 1.

Average expected oracle calls: 1.

Note that the “output” of the database is not even consulted after the
database query; instead, the answer is decoded from the states in which



What Else?

• New quantum algorithms may support new 
applications and/or help to answer open 
theoretical questions.  

• But discovery of new quantum algorithms is 
hard!

• Automated discovery of new and useful 
quantum algorithms.



Genetic Algorithms



Genetic Programming

• Genetic algorithm in which the candidate 
solutions are executable computer programs.

• Candidate solutions are assessed, at least in 
part, by executing them.



Evolving Quantum Programs
• Evolve: 

• gate arrays 
• programs that produce gate arrays 
• hybrid classical/quantum algorithms
• input states or parameters 

• Genome representation: 

• QGAME program 
• program (in any language) that 

generates a QGAME program 
• array of numbers



QGAME
Quantum Gate And Measurement Emulator
http://hampshire.edu/lspector/qgame.html



Human-Competitive Results in
Automatic Quantum Computer Programming: 

A Genetic Programming Approach

2004. Springer (Kluwer Academic Publishers). ISBN 1-4020-7894-3.
http://hampshire.edu/lspector/aqcp/



“Human-Competitive” 
Criteria

(B) The result is equal to or better than a result that was 
accepted as a new scientific result at the time when it was 
published in a peer-reviewed scientific journal.

(D) The result is publishable in its own right as a new scientific 
result independent of the fact that the result was mechanically 
created.

These results were the basis for a Gold Medal in the Human-
Competitive Results competition at the 2004 Genetic and 
Evolutionary Computation Conference.



1-bit Deutsch-Jozsa 
(XOR) problem

• Determine whether the behavior of a black-box quantum 
oracle satisfies the XOR property using only one call to the 
oracle.

• Result produced by genetic programming with PushGP.



2-bit Grover Database 
search Problem

• Determine the location of a single marked item in a 4-
element quantum database using only one call to the 
database access function.

• Result produced by genetic programming with PushGP.

(Diagram on next slide)





1-bit OR Problem

• Determine whether the behavior of a black-box quantum 
oracle satisfies the OR property using only one call to the 
oracle, with a probability of error no worse than 0.1.

• Result produced by genetic programming with PushGP.

(Diagram on next slide)





2-bit AND/OR Problem
• Determine whether the behavior of a black-box quantum 

oracle satisfies the AND/OR property using only one call to 
the oracle, with a probability of error no worse than 0.2874.

• Result produced by genetic programming with PushGP.

(Diagram on next slide)

ORACLE(1,1)ORACLE(0,1) ORACLE(1,0)ORACLE(0,0)

OR

AND

OR





• Two c-bits through BS(π) with zero error.

• Discovered by GP.

Dense Coding



Conclusions

• Possibilities count.

• Evolution may help us to figure out how they 
count, and how to exploit these effects for 
practical applications.


